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A B S T R A C T   

This paper presents a cost-effective probabilistic approach to be used in engineering applications. The proposed 
approach consists of an improved Kriging-based method aiming at reducing to a minimum the number of 
evaluations of the true performance function when computing a failure probability. It is a kind of variant of the 
classical Active learning method combining Kriging and Monte Carlo Simulation (AK-MCS) developed by Echard 
et al. (2011) [1], where some improvements are introduced to enhance the learning process. Some illustrative 
and practical examples are presented and discussed. The proposed approach has shown a great efficiency as 
compared to the classical AK-MCS approach.   

1. Introduction 

The conventional method for the assessment of failure probability of 
an engineering system is the crude Monte Carlo Simulation (MCS). This 
method is considered as a reference tool when performing a probabil
istic analysis due to its accuracy and ease of implementation. The es
timation of the failure probability by MCS methodology requires the 
evaluation of the performance function for the whole Monte Carlo po
pulation. This might be an easy task when the performance function is 
expressed by an analytical equation for which the computational cost is 
negligible, but it becomes a great impediment when computationally- 
expensive computer codes such as finite element/finite difference 
models are used. Therefore, it is desirable to develop alternative more 
efficient probabilistic approaches to determine the failure probability 
estimate with a minimum number of calls to the computationally-ex
pensive computer code. 

FORM and SORM approximate methods [2] may be very efficient 
for the computation of the failure probability due to the fact that only a 
relatively small number of model evaluations is needed to find the Most 
Probable Failure Point (MPFP). Notice however that the use of these 
methods may not be acceptable in many practical problems involving a 
high stochastic dimension or a nonlinear limit state surface. 

Metamodeling techniques are often used in the literature in the 
domains of design optimization and reliability analysis because of the 
significant number of simulations that are required within these do
mains. The metamodeling techniques aim at approximating the model 
response by a surrogate model (called also metamodel). Various types 

of metamodeling techniques can be found in the literature such as the 
Response Surface Methodology (RSM) [3–5], the Polynomial Chaos 
Expansion (PCE) and its extension the Sparse Polynomial Chaos Ex
pansion (SPCE) [6–13], the Artificial Neural Networks (ANN) [14], the 
Support Vector Machine (SVM) [15–18] and the Kriging method  
[19–23]. Notice that each type of metamodel is characterized by its 
own underlying assumptions and that the approximation of the model 
responses depends on the type of the selected surrogate model [24]. 

In the past few decades, interesting probabilistic approaches based 
on metamodeling techniques and aiming at alleviating the computa
tional cost of the simulation methods (i.e. the crude MCS and the var
iance reduction techniques as Importance Sampling IS and Subset 
Simulation SS) have gained a lot of interest. The principle of these 
approaches may be summarized in two main steps: (i) substituting the 
system model which may consist in a costly-to-evaluate finite element/ 
finite difference model with a cheap-to-evaluate surrogate model that 
should be sufficiently accurate and (ii) performing the probabilistic 
analysis (i.e. computing the failure probability) using one of the si
mulation methods on the basis of the obtained time-efficient surrogate 
model. These approaches may be defined as adaptive approaches [24]. 
This means that an initial set of few points (called initial Design of 
experiments DoE) is firstly selected to be computed by the true per
formance function and to be used as input for the construction of a 
preliminary surrogate model and secondly, the constructed surrogate 
model is iteratively updated (by updating the DOE with additional 
training points) via an active learning process until sufficient accuracy 
is achieved. In this regards, various advanced probabilistic approaches 
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combining a metamodeling technique with a simulation method have 
been reported in the literature. For instance, [25] proposed a method 
combining subset simulation and support vector machines, [26] sug
gested a combination between subset simulation and Kriging, and  
[1,27] combined Kriging metamodeling with Monte Carlo and Im
portance Sampling leading to what is called AK-MCS and AK-IS ap
proaches respectively. All these methods take advantage of both the 
metamodeling and the simulation techniques. They aim at efficiently 
computing a small failure probability based on the constructed meta
model making use of a reduced number of calls to the true performance 
function. 

Among the different metamodeling techniques, the Kriging meta
modeling has gained attention in the domain of reliability analysis since 
it presents several interesting features compared to the other types of 
metamodeling. Kriging is an exact interpolation method that provides 
(thanks to its stochastic property) not only the predicted value at a 
certain point, but also the estimation of the local variance of this pre
diction that defines the local uncertainty on the prediction. It was 
shown to be a relevant tool for the efficient assessment of failure 
probability due to its flexibility and adaptation to a wide range of 
model responses. 

Within the Kriging-based probabilistic methods, the AK-MCS ap
proach by [1], which is an Active learning method that combines Kri
ging metamodeling and Monte Carlo Simulation, has gained popularity 
in the literature. This method involves the construction of an approx
imate Kriging metamodel on the basis of the responses of a small DoE 
computed using the system model. This approximate Kriging meta
model is then successively updated via an enrichment process making 
use of a learning function that takes benefits from the Kriging char
acteristics. Once the stopping criterion indicates that the Kriging me
tamodel is sufficiently improved, MCS methodology is applied on the 
obtained Kriging surrogate model instead of the system model in order 
to estimate the probability of failure. 

In AK-MCS method, the training point chosen for the enrichment 
process is selected as the one having the highest probability of being 
misclassified among all the candidate points. Notice however that the 
chosen point does not reduce most efficiently the variance of Pf because 
one does not take into account the correlations between the points 
predictions as will be shown later in this paper. Moreover, the enrich
ment in AK-MCS approach stops when satisfying a criterion that ensures 
an appropriate classification (safe/failure) of the whole MC population 
points. Such a stopping criterion is not very relevant because it is not 
based on the failure probability estimate. A variant of AK-MCS ap
proach is proposed in this paper. It is called herein AK-MCSd where d 
stands for dependent Kriging predictions. Within this approach, one 
takes benefits of the dependencies between the Kriging predictions. 
This is done by using the complete Gaussian process output of the 
Kriging metamodel as was suggested by [28]. In other words, not only 
the mean predictions and the corresponding prediction variances are to 
be considered, but also the correlations between the Kriging predictions 
at all candidate points shall be taken into account in the enrichment 
process. Concerning the stopping criterion of AK-MCSd approach, a 
relevant stopping criterion that is based on the measure of the gap 
between the estimated value of the failure probability and the ex
pectation of this failure probability (that takes into account the un
certainty of the Kriging predictions) is suggested. This criterion allows 
one to focus on the accuracy of the reliability estimate (i.e. the failure 
probability) instead of focusing on an appropriate classification of the 
whole MC population points as suggested in AK-MCS approach. This 
may provide more efficiency to the proposed AK-MCSd approach by 
avoiding excessive computations of unnecessary extra training points 
responses. 

This paper is organized as follows: The next two sections present an 
overview on the AK-based methods available in literature and the 
Kriging metamodeling theory used in the present probabilistic ap
proach. This is followed by a brief description of the classical Kriging- 

based AK-MCS approach. Then, the proposed AK-MCSd probabilistic 
approach is presented in some detail. Finally, the proposed approach is 
applied to some illustrative and practical problems. 

2. Overview on the AK-based methods 

Although AK-MCS method has shown great efficiency in many 
cases, it nevertheless has several weaknesses. One may cite (i) the large 
population that is required when estimating very small values of the 
failure probability, (ii) the low efficiency of the method when dealing 
with system reliability problems, (iii) the point-by-point enrichment 
process that is used for learning, (iv) the type of the adopted learning 
function used for the selection of the training points and (v) the stop
ping condition for learning that is often agreed to be too conservative. 

To solve the large population problem, [27,29] replaced the original 
population with the population generated by IS and SS respectively. An 
extension of the method by [27] was proposed by [30] to deal with 
problems involving multiple failure regions. Xu et al. [31] proposed a 
new approach called AK-MSS that combines AK-MCS and the modified 
subset simulation. This approach replaces the large population with a 
population that consists of conditional samples that are generated by 
the MSS. Moreover, Lelièvre et al. [32] made use of a sequential MCS 
technique to estimate the small failure probabilities. Other adaptive 
methods based on Kriging have been developed for system reliability 
problems by [33–35]. In order to overcome the point-by-point enrich
ment process that is used for learning in AK-MCS, [32] proposed a 
multi-point enrichment process based on an improved clustering tech
nique. 

Concerning the use of learning functions for the selection of training 
points, the expected feasibility function (EFF) proposed by [23] and the 
U function developed by [1,27] select points near the limit state surface 
of the Kriging model. Yang et al. [36] suggested identifying the new 
training point by selecting the point having the maximum value of the 
expected risk function (ERF). This corresponds to the point for which 
the sign of the response has the largest risk to be wrongly predicted. Lv 
et al. [37] proposed the use of the information entropy function H 
where the new training point is selected such that it has the maximal 
value of H. Indeed, the prediction is more certain when the information 
entropy is lower. Sun et al. [38] developed the least improvement 
function (LIF) which quantifies how much the accuracy of the failure 
probability estimate will be improved when a new point is added to the 
DoE. Finally, Zhang et al. [39] proposed a novel active learning func
tion called Reliability-based expected improvement function (REIF). 

Concerning the stopping criterion for learning, many authors rea
lized that the U-criterion adopted by AK-MCS may be too conservative 
for engineering applications. [35] stated that the accuracy of the Kri
ging model may be considered as acceptable if fewer than 2% of the 
points violate the stopping criterion defined in AK-MCS. Gaspar et al.  
[40,41] proposed an additional convergence criterion to the one pro
posed in AK-MCS that exploits the stabilization of the failure probability 
estimate during the active learning process in order to provide a com
promise between the accuracy of the Kriging metamodel and the 
computation cost. Wang et al. [42] defined a cumulative confidence 
level CCL measure of the Kriging model to quantify the accuracy of the 
reliability estimate and considered the metamodel as acceptable when 
its CCL is above a given confidence target. Schöbi et al. [43] defined a 
limit state margin characterized by upper and lower boundaries of the 
limit state surface that takes into account the prediction uncertainty in 
the Kriging metamodel. These authors stated that when these bound
aries become close to each other, a thin limit state margin is obtained 
and thus, the estimated failure probability can be considered as accu
rate. Finally, Jian et al. [44] defined two accuracy measures that de
termine how well the Kriging metamodel and the estimate of failure 
probability are. As mentioned by these authors, the two measures may 
be used to construct a stopping criterion within a reliability analysis. 

Other improvement within the AK-based methods was proposed by 
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Gaspar et al. [41] and Cheng and Lu [45]. [41] proposed an adaptive 
surrogate model with active refinement combining Kriging and a trust 
region method. [45] developed a new adaptive approach for reliability 
analysis via an ensemble learning of multiple competitive surrogate 
models, including Kriging, polynomial chaos expansion and support 
vector regression. The developed approach consists in fitting the per
formance function with multiple different surrogate models to get a 
more robust approximation of this function through a weighted average 
strategy. 

3. Kriging metamodeling theory 

The Kriging metamodeling assumes that the performance function 
xG ( ) (where x is a n-dimensional vector, n being the number of random 

variables) is a realization of a Gaussian process G x( ) that is composed 
of a deterministic trend xF ( , ) and a centered stochastic process xZ ( ). 
It can be described by the following equation [19]: 

G = +x x xF Z( ) ( , ) ( ) (1) 

where the deterministic part xF ( , ) corresponds to a regression model 
that can be written as follows: 

=x f xF ( , ) ( )T (2)  

In this equation, =f x x x xf f f( ) [ ( ), ( ), , ( )]T
p1 2 is a vector of re

gression functions and = [ , , , ]T
p1 2 is a vector of regression 

coefficients. The stochastic process xZ ( ) represents the fluctuations 
around the mean trend xF ( , ). It interpolates the gaps between the 
regression model and the true performance function values at the dif
ferent N points of the DoE. It is defined by a stationary Gaussian process 
with zero mean and covariance given as follows: 

=x x x xRcov( , ) ( , )z
2 (3) 

where z
2 is the process variance and R is the correlation function be

tween two arbitrary points x and x ’ of the DoE. This function is defined 
by its corresponding set of correlation parameters , where is a vector 
of dimension n. Several models exist to define the correlation function, 
the most commonly used being the anisotropic square-exponential 
function (or the anisotropic Gaussian function) given as follows: 

=
=

x xR e( , )
k

n
x x

1

( ( ) )k k k
2

(4) 

where xk and x’k are the kth coordinates of the points x and x’ and θk is a 
scalar which is equal to the inverse of the correlation length in the kth

direction. There are different types of Kriging: (i) Simple Kriging that 
assumes a known constant trend, (ii) Ordinary Kriging that assumes an 
unknown constant trend and (iii) Universal Kriging that assumes a 
general polynomial trend model. In this paper, ordinary Kriging is used 
and thus, xF ( , ) is replaced by a scalar to be determined. Notice that 
all the following equations are based on ordinary Kriging assumption. 

In order to predict the value of the performance function xG ( ) at an 
unknown point x , the Best Linear Unbiased Predictor BLUP xG ( )p of 
G x( ) is shown to be a Gaussian random variate characterized by a mean 
prediction value µ xG ( )p and a corresponding prediction variance xG ( )

2
p

as follows: 

= + r x R G Fµ ( ) ( )x
T

G ( )
1

p (5)  

= +
r x R r x

F R r x F R F
F R r x

1 ( ) ( )
[ ( ) 1] ( )

[ ( ) 1]
xG z

T

T T T

T
( )

2 2

1

1 1 1

1
p

(6) 

where =G x x xG G G[ ( ), ( ), , ( )]N T1 2 is a vector of exact responses at 
the training points (i.e. the points of the DoE), 

=r x x x x x x xR R R( ) [ ( , ), ( , ), , ( , )]N T1 2 is a correlation vector con
taining the correlation between the point x and each of the N training 
points, = =R x xR i j N[ ( , )]( , 1, 2, , )i j( ) ( ) is a correlation matrix 

containing the values of the correlation function for all possible com
binations of the N training points and F is a vector of length N filled 
with 1. Notice also that the prediction responses at two given points x
and x ' are correlated random variates having the following covariance: 

= +x x
x x r x R r x

F R r x F R F
F R r x

R
covar( , )

( , ) ( ) ( )
[1 ( )] ( )

[1 ( )]
z

T

T T T

T

2

1

1 1 1

1 (7)  

According to [46], the scalar β and the process variance z
2 may be 

estimated by: 

= F R F F R G( )T T1 1 1 (8)  

= G F R G F
N

^ ( ) ( )
z

T2 1

(9)  

Both and z
2 depend on the set of correlation parameters through 

the matrix R. These parameters can be obtained by solving an opti
mization problem making use of the maximum likelihood estimation 
MLE method. 

Notice that the construction of a Kriging metamodel (i.e. the de
termination of the set of correlation parameters , the scalar and the 
process variance z

2) and the computation of Kriging predictions at 
unknown points (i.e. at points outside the DoE) can be easily performed 
using DACE (Design and Analysis of Computer Experiments) toolbox in 
Matlab. For more details, the reader may refer to [47]. Notice here that 
the variances of the training points (i.e. the points of the DoE) used for 
the construction of the metamodel are zero, i.e. the corresponding 
predictions are exact. However, the variances of the other points (i.e. 
the points outside the DoE) are always different from zero and they are 
as large as the corresponding predictions are not accurate. The pre
diction variance was used by [1] as a key parameter for the learning of 
the Kriging metamodel when performing a Kriging-based probabilistic 
analysis. 

4. Active learning method combining Kriging and Monte Carlo 
Simulation (AK-MCS) 

The Active learning method combining Kriging and Monte Carlo 
Simulation (named AK-MCS method) was developed by [1]. It involves 
the two main stages:   

Construction of a preliminary Kriging metamodel  
1. Generation of a large Monte Carlo population S in the design 

space. This population is composed of NMCS points 
=x i N( 1, ..., )i

MCS
( ) .  

2. An initial small DoE is randomly selected among the population 
S. These points are evaluated on the real performance function 
and are used to construct a preliminary Kriging metamodel.   

Enrichment process  
1. The Kriging predictions µ xG ( )p and their corresponding Kriging 

predictions variances xG ( )
2

p are computed for the whole popula
tion S according to Eqs. (5) and (6). The probability of failure is 
then estimated as follows: 

=
=

xP
N

I G
N

N
1 ( ( ))f
MCS i

N

p
i

µ

MCS1

( )
0xMCS Gp ( )

(10) 

where xG ( )p
i( ) in this equation is the metamodel random response at the 

point x i( ), NMCS is the number of MCS points (taken here equal to ×5 105

points) and I is the indicator function such that =xI G( ( )) 1p
i( ) if 

xG ( ) 0p
i( ) ; otherwise, =xI G( ( )) 0p

i( ) . Notice that the failure prob
ability Pf in Eq. (10) is computed by replacing the metamodel random 
responses =xG i N( ), 1, 2, ,p

i
MCS

( ) by the mean prediction values 
µ xG ( )ip ( ) of the Kriging metamodel. In other words, it is obtained as the 
ratio of the points in the population S with a negative or null Kriging 
prediction and the total number of points in S. 
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2. The best next point in S is identified to be evaluated on the real 
performance function: This is performed by evaluating a learning 
function xU ( )i( ) for each point in the population S where xU ( )i( ) is 
given by: 

= =xU
µ

i N( )
| |

1, ,x

x

i G

G
MCS

( ) ( )

( )

i

i

p

p

( )

( ) (11)  

The best next point x* is chosen as the one with the minimum value 
of U . This corresponds to the point having the maximal probability of 
having a wrong performance function sign.  

3. The learning stops if the minimum value of U is greater than 2. This 
corresponds to a probability of a wrong sign of the performance 
function that is lower than 0.0228 (see [1]). If not, the best point x* 
is evaluated on the true performance function and the DoE is up
dated with this additional point. Then, a new Kriging metamodel is 
constructed on the basis of the updated DoE and the method goes 
back to the first step of the enrichment process. This process of 
learning is repeated until the stopping condition is satisfied.  

4. The coefficient of variation of the failure probability estimate is 
calculated based on the following equation using the final Kriging 
metamodel: 

=COV P
P

P N
( )

1
.f

f

f MCS (12)  

5. Proposed probabilistic approach 

The proposed AK-MCSd probabilistic approach aims at improving 
the performance of AK-MCS approach. It consists of an active learning 
method combining Kriging and MCS and making use of the Kriging 
predictions dependencies. In the proposed approach, the failure prob
ability estimate Pf given by Eq. (10) is considered as a random variable 
because it is a function of Kriging predicted responses xG ( )p

i( ) that are 
random variates according to the property of the Kriging metamo
deling. [28] proposed two formulas for the mean (or expectation) and 
the variance of the estimated failure probability that involve not only 
the mean predictions and the corresponding predictions variances, but 
also the dependencies (i.e. the correlations) between the Kriging pre
dictions. The expectation of the failure probability estimate is given by 
the following formula: 

=
=

E P
N

e( ) 1
f

MCS i

N

i
1

MCS

(13) 

where the term ei is given as follows: 

=e
µ x

x
i

G

G

( )

( )

i

i

p

p

( )

( ) (14)  

In this formula, stands for the cumulative density function CDF of 
the standard Gaussian distribution. Thus, ei may be defined as the CDF 
of the Normal distribution N µ( , )x xG G( ) ( )i ip p( ) ( ) at 0 where µ xG ( )ip ( ) and 

xG ( )
2

p i( ) are respectively the mean prediction and prediction variance at 

the point x i( ) . 
The variance of the failure probability estimate (which represents 

the error of the failure probability estimate) is given as follows: 

=
=

Var P
N

c( ) 1
f

MCS i

N

i2
1

MCS

(15) 

where ci is the contribution of the point x i( ) ( =i N1, 2, , MCS) in the 
variance of the failure probability estimate. It is given as follows [28]: 

= +
=

c e e e e e(1 ) ( )i i i
j j i

N

ij i j
1,

MCS

(16)  

Equation (16) can be presented as the summation of two parts: The 
first part e e(1 )i i represents the individual contribution of each point 
(independently from the other points) in the uncertainty of the failure 
probability. The second part = e e e( )j j i

N
ij i j1,

MCS represents the con
tribution of the mutual effects between points to the uncertainty of the 
failure probability, where eij is the joint CDF of the bivariate Normal 
distribution µN ( , )ij ij2 at (0, 0). The term µij in this distribution is a 
vector containing the mean predictions values µ xG ( )p i( ) and µ xG ( )p j( ) of 
the two points x i( ) and x j( ) respectively and the term ij is the covar
iance matrix given as follows: 

=
x x

x x

covar

covar

( , )

( , )
x

x

ij
G

i j

j i
G

( )
2 ( ) ( )

( ) ( )
( )

2
p i

p j

( )

( ) (17) 

where xcovar ( i( ), =x xcovar) (j j( ) ( ), x )i( ) is the covariance between the 
predictions at the two points x i( ) and x j( ). Its expression is given by Eq.  
(7). 

A simple way of learning may consist in choosing among the MCS 
population the point having the highest contribution ci in Var P( )f and 
stopping the enrichment when Var P( )f becomes smaller than a certain 
prescribed threshold. Notice however that the computation of ci [and 
thus Var P( )f ] is cumbersome because the total number of calculations 
of the bivariate probabilities eij ( =i N1, 2, , MCS; =j N1, 2, , MCS) 
corresponding to the whole population involving NMCS points is very 
high and thus it requires a large computation time. In order to address 
this issue, [28] proposed the construction of a subdomain of candidate 
points where the computation of ci and Var P( )f will be based on only 
this subdomain. In their approach, [28] established a relationship be
tween Var P( )f and E P( )f computed on the basis of the subdomain and 
those computed on the basis of the whole MC population. 

To accurately determine Var P( )f and E P( )f based on the subdomain, 
the constructed subdomain has to include all the points in the failure 
region (G  <  0) in order to deal with high values of the failure prob
ability and thus small values of the error on this failure probability. The 
remaining points of the subdomain are chosen such that they have the 
highest individual contributions e e(1 )i i (first term of Eq. (16)) in the 
uncertainty of the failure probability among the safe (G  >  0) MC 
population points. 

It should be emphasized that the subdomain proposed by [28] 
considers a large amount of points in the failure domain. These points 
may not be necessarily close to the LSS and thus, they will not effi
ciently contribute to the improvement of the LSS. A more efficient 
candidate pool is proposed in this paper where a quite simple candidate 
selection procedure was adopted. This procedure aims at considering a 
maximal number of candidate points in the vicinity of the limit state 
surface. In addition, a new stopping criterion based on the quantity of 
interest (i.e. failure probability) without resorting to Var P( )f is pro
posed. 

5.1. Steps of construction of the Kriging metamodel 

Two stages are necessary for the construction of the Kriging meta
model in the present AK-MCSd probabilistic approach. The first stage 
which involves the construction of an approximate preliminary Kriging 
metamodel based on a small DoE remains similar to that presented in 
the AK-MCS procedure described above. It will not be repeated in this 
section. The second stage related to the enrichment process may be 
described as follows: 

The basic idea of the learning process (or enrichment process) 
within AK-MCSd approach consists in identifying the point having the 
biggest contribution to the uncertainty in the estimated failure prob
ability. The uncertainty in the estimated failure probability may be 
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computed by using the formula of the variance of Pf provided by Eq.  
(15). The identified point is added to the DoE in order to reduce the 
uncertainty of Pf in the most efficient manner. The step-by-step pro
cedure of the enrichment process may be summarized as follows:  

1. Compute for the whole Monte Carlo population (i.e. for all the NMCS
points) only the individual contributions to the variance of Pf (i.e. 
the first part of Eq. (16)) and choose among the whole population 
only ncan points (ncan is taken equal to 20 herein) having the highest 
individual contributions e e(1 )i i .  

2. Compute for the selected ncan points the whole formula (Eq. (16)) 
including both the individual and the mutual contributions. It 
should be noted that the first step (related to the use of only the first 
part of Eq. (16)) was adopted in the analysis because the total 
number of calculations of the bivariate probabilities eij
( =i N1, 2, , MCS; =j N1, 2, , MCS) corresponding to the whole 
population involving NMCS points is equal to +N N( 1) 2MCS MCS . A 
such number of computations requires a large computation time. 
Hence, in order to avoid computing bivariate probabilities eij for the 
whole points of the population and thus reducing the corresponding 
computation time, a reduced number ncan of points (instead of NMCS
points) was adopted for the computation of the mutual contribu
tions. 

3. Select among the ncan points, the point having the highest con
tribution ci to the uncertainty in the failure probability. Then, 
compute the response of the selected point by the system model.  

4. Add the selected point and the corresponding computed response to 
the DoE and update the Kriging metamodel.  

5. Repeat steps 1–4 until reaching the stopping condition described in 
the following section. 

5.2. Stopping condition 

The enrichment process of the Kriging metamodel ends when sa
tisfying a stopping condition. A new stopping criterion is proposed in 
this paper. It is based on the measure of the gap between the ex
pectation of the failure probability E P( )f given by Eq. (13) and the 
estimated value of the failure probability Pf given by Eq. (10). It may be 
expressed by the following percentage error: 

= ×
P E P

P
| ( )|

100%r
f f

f (18)  

It should be noted that the indicator function I that appears in Eq.  
(10) presents some uncertainty due to the uncertainty in the predicted 
random responses xG ( )p

i( ) . This uncertainty is not considered in Eq.  
(10); however, it is taken into account through Eq. (13). 

In order to better understand the proposed stopping condition, let us 
consider the case of a point that has an “exact” predicted response and 
a corresponding standard deviation equal to zero (i.e. a point that does 
not present any uncertainty in the corresponding predicted response 
and thus in the indicator function I ). This corresponds to a typical point 
of the DoE. In such case, the value of ei will be equal to: 
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Thus, for the case where all points have exact responses [which will 
be equivalent to the case of application of the crude MCS approach 
using the system model (not the metamodel) responses], ei will be equal 
to xI G( ( ))p

i( ) for all points =x i N1, 2, ,i
MCS

( ) where xG ( )p
i( ) are 

herein the exact values of the performance function. For that particular 
case, Eq. (13) will be identical to Eq. (10). Notice however that the 
predicted responses of points that are outside the DoE are never com
pletely exact. Indeed, these points present some errors corresponding to 
the standard deviation values xG ( )ip ( ) that are different from zero. The 
more the standard deviation is smaller (i.e. the predicted response is 

more accurate), the more the value of ei will be closer to 0 (respectively 
to 1) if >µ 0xG ( )ip ( ) (respectively <µ 0xG ( )ip ( ) ). 

The convergence of the estimated failure probability Pf was thus 
considered to be achieved when Eqs. (10) and (13) lead to sufficiently 
close values, i.e. when the error r (given by Eq. (18)) becomes smaller 
than a prescribed threshold. A threshold value of = 1%r was adopted 
in this work. Compared to the U-criterion adopted within AK-MCS, the 
present stopping criterion allows one to focus on the accuracy of the 
reliability estimate (i.e. the failure probability) instead of focusing on 
the well classification of each point of the MC population. 

6. Application examples 

In this section, the performance of the proposed AK-MCSd prob
abilistic approach is firstly checked through two illustrative examples. 
Secondly, a comparative study with the work of Zhu and Du [28] was 
performed via a third application example. Finally, a practical geo
technical problem involving the study of a monopile foundation em
bedded in a spatially varying clayey soil was presented and discussed. 

6.1. Example of a non-linear performance function with two random 
variables 

This example involves a non-linear analytical equation of the per
formance function as follows: 

= × ×G u u u0.4 ( ) 0.4 ( 5) 101 2
2

2
3 (20) 

where u1 and u2 are two standard normal random variables. Firstly, only 
the enrichment process (i.e. the training points selection) of the pro
posed method was investigated. The same stopping condition used in 
AK-MCS method (i.e. the U -criterion) was adopted. The effect of the 
stopping condition will be presented in a subsequent section. Finally, 
the evolution of the LSS during the different iterations of the enrich
ment process is presented and discussed. 

6.1.1. Effect of the training points selection 
After the generation of a Monte-Carlo population of 500, 000 points 

(where each point consists of two standard Gaussian random variables 
herein), an initial DoE of seven points was randomly selected from the 
generated points (cf. Fig. 4). This small DoE was found sufficient to 
construct a preliminary Kriging metamodel for the present performance 
function as may be shown from Fig. 4. 

Fig. 1 presents a comparison between the enrichment strategy of the 
AK-MCS method and that of the AK-MCSd approach. One can observe 

Fig. 1. Comparison between the enrichment strategies of AK-MCS and AK- 
MCSd. 
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that the enrichment strategy of AK-MCSd method is more efficient than 
that of AK-MCS since it leads to a quasi-similar value of the failure 
probability with a reduced number of added points (9 added points in 
AK-MCSd instead of 12 added points in AK-MCS). This may be explained 
by the fact that AK-MCSd enrichment strategy, which considers the 
dependency between the candidate points, leads to better selected 
points for training. 

6.1.2. Effect of the stopping condition 
The effect of the proposed stopping criterion was investigated in this 

section. 
Fig. 2 presents the evolution of the failure probability estimate Pf

[as given by Eq. (10)] and its expectation E P( )f [as given by Eq. (13)] 
with the number of added points, and Fig. 3 presents the evolution of 
the corresponding error r as defined in Eq. (18). 

One can notice that (i) the values of Pf and E P( )f become closer to 
each other (cf. Fig. 2) and (ii) the corresponding error r decreases (cf.  
Fig. 3), as the number of added points increases. From Figs. 2 and 3, one 
may observe that when using the proposed stopping criterion (and by 
adopting a threshold value on the error of 1%), only 5 added points were 
required during the enrichment process to attain the convergence of the 

failure probability. Notice however that by adopting the U -criterion of 
AK-MCS approach, 9 added points were required for which an ex
tremely low value of the error ( = 0.0007%r ) was attained. 

As a conclusion, the adopted AK-MCSd approach was found to be 
very efficient with respect to AK-MCS approach since it leads to quasi 
similar values of Pf ( = ×P 9.72 10f

3 in AK-MCSd and = ×P 9.69 10f
3

in AK-MCS) using a much reduced number of added points (5 added 
points in AK-MCSd instead of 12 added points in AK-MCS). It should be 
noted that a very close value of = ×P 9.802 10f

3 (with a corresponding 
coefficient of variation of 1.42%) was obtained when using the crude 
MCS methodology based on 500, 000 simulations. 

6.1.3. Evolution of the limit state surface with the number of added points 
Fig. 4 presents the evolution of the LSS with the number of added 

points. In this figure, the points corresponding to the initial DoE are 
presented in green filled circles; the five added points being presented 
in blue circles. The LSS of the preliminary constructed metamodel based 
on the initial DoE is presented in dotted black line. The LSS is also 
presented at three different iterations of the enrichment process (initial 
DoE + 1 added point, initial DoE + 3 added points and initial DoE + 5
added points). Notice finally that the true LSS (i.e. that corresponding 
to the true performance function G) is presented in continuous red line 
on the same figure. As may be seen from this figure, the LSS of the 
preliminary Kriging metamodel is very different from the LSS of the 
true performance function. This LSS progressively improves with the 
number of added points. At the end of the enrichment process, the LSS 
corresponding to the obtained metamodel (in continuous black) is very 
well matched with that of the true performance function (in continuous 
red), especially in the zone where the probability density is not negli
gible. 

6.2. Example of a series system involving four limit state functions 

This example involves a series system having four limit state func
tions. It is given by the following equation: 

=

+ × ±

+

+

+

G min

u u

u u

u u

3 0.1 ( )

( )

( )

u u
1 2

2 ( )
2

1 2
7
2

2 1
7
2

1 2

(21) 

where u1 and u2 are two standard normal random variables. After the 
generation of a large population of 500, 000 points (where each point 
consists of two standard Gaussian random variables), an initial DoE of 

Fig. 2. Evolution of Pf and E P( )f with the number of added points.  

Fig. 3. Evolution of the error on the failure probability with the number of 
added points. 

Fig. 4. Evolution of the limit state surface with the number of added points.  
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20 points randomly selected from the generated population was found 
necessary to construct a preliminary Kriging metamodel for the present 
complex multi-branch LSS. 

Fig. 5 presents the evolution of the failure probability estimate Pf
and its expectation E P( )f with the number of added points, and Fig. 6 
presents the evolution of the corresponding error r as given by Eq. (18). 
One can notice that (i) the values of Pf and E P( )f become closer to each 
other (cf. Fig. 5) and (ii) the corresponding error r decreases (cf.  
Fig. 6), as the number of added points increases. The error attains a 
value of <0.18%( 1%) for a number of added points equal to 96. 

6.2.1. Comparison with AK-MCS results 
Fig. 7 presents the evolution of the failure probability estimate with 

the number of added points as given by AK-MCS and AK-MCSd ap
proaches. One can observe that AK-MCSd method is more efficient than 
AK-MCS since it leads to a quasi-similar value of the failure probability 
( = ×P 2.24 10f

3 using AK-MCSd and = ×P 2.23 10f
3 using AK-MCS) 

with a reduced number of added points (96 added points in AK-MCSd 
instead of 182 added points in AK-MCS). It should be noted that a very 
close value of = ×P 2.22 10f

3 (with a corresponding coefficient of 
variation of 2.99%) was obtained when using the crude MCS based on 
500, 000 simulations. 6.2.2. Evolution of the limit state surface with the number of added points 

Fig. 8 aims at presenting the evolution of the LSS with the number of 
added points. The points corresponding to the initial DoE and those 
corresponding to the added points are presented in this figure in red 
crosses and in blue crosses respectively. The LSS of the preliminary 
constructed metamodel (based on the initial DoE) and the true LSS (i.e. 
that corresponding to the true performance function) are plotted on the 
same figure. Fig. 8 also shows the LSSs of the metamodel corresponding 
to four different iterations of the enrichment process [i.e. initial 
DoE+ 10 added points, initial DoE+ 50 added points, initial DoE+ 90
added points and initial DoE+ 96 added points]. 

As may be seen from Fig. 8, the LSS of the preliminary Kriging 
metamodel is extremely different from that of the true performance 
function. Notice however that this LSS progressively improves with the 
number of added points. At the end of the enrichment process (i.e. for 
96 added points), the LSS corresponding to the obtained metamodel (in 
continuous black) is well matched with that of the true performance 
function (in continuous red), especially in the zones where the prob
ability density is not negligible (i.e. in the zones that are the most close 
to the origin of the standard coordinate system). The proposed method 
is thus shown to be very efficient even when dealing with complex limit 
state surfaces. 

It should be noted that AK-MCSd approach is an efficient approach 

Fig. 5. Evolution of Pf and E P( )f with the number of added points.  

Fig. 6. Evolution of the error on the failure probability with the number of 
added points. 

Fig. 7. Comparison between AK-MCS and AK-MCSd approaches.  

Fig. 8. Evolution of the limit state surface with the number of added points.  
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since it can detect the convergence of the failure probability from its 
early beginning. Indeed, Fig. 9 presents a comparison between the LSS 
obtained one enrichment step before the proposed stopping criterion is 
satisfied (i.e. for 95 added points) and that of the true performance 
function plotted in red on the same figure. One can notice that at this 
stage, the LSS is clearly not well matched with the true LSS. Fig. 10 
presents a comparison between the LSS of the obtained metamodel after 
satistfying the proposed stopping criterion (i.e. for 96 added points) 
with that of the true performance function. 

One can observe that the LSS of the metamodel is well but not 
perfectly matched with that of the true performance function. Indeed, 
by continuing the enrichment process until attaining the U -criterion 
(i.e. for 155 added points in this example), the metamodel continues to 
be improved as is shown in Fig. 11. However, the obtained LSS by AK- 
MCSd approach (i.e. for 96 added points) is considered to be sufficient 
to accurately determine the failure probability; the newly added points 
(i.e. =155 96 59 points) being unnecessary training points. 

Table 1 presents the value of the failure probability estimate Pf and 
the corresponding value of COV P( )f together with value of the error r
as obtained from AK-MCSd using different stopping criteria (cf. the first 

three lines of this table). This table also provides the values of Pf and 
COV P( )f as obtained using AK-MCS approach and the crude MCS (cf. 
the last two lines of this table). The number of added points together 
with the error on Pf with respect to the value provided by the crude 
MCS methodology are also given in this table (cf. the last two columns 
of this table). 

From Table 1, one can see that for 95 added points (corresponding to 
one enrichment step before satisfying the r -stopping criterion), the 
value of the failure probability is not yet well predicted by the Kriging 
metamodel (with an error of 14.66% with respect to Pf value obtained by 
the crude MCS). However, after satisfying the proposed stopping cri
terion (i.e. for 96 added points), the value of the failure probability 
becomes well predicted by the metamodel (with an error of 0.99% with 
respect to Pf value obtained by the crude MCS). The reason why the 
value of Pf corresponding to 96 added points (i.e. when the stopping 
criterion is satisfied) is a bit far from that corresponding to 95 added 
points (i.e. one step before) [cf. Fig. 5 and table 1] may be explained by 
the evolution of the LSS of the constructed metamodel. This LSS has 
undergone a non-negligible improvement in the zone of interest for the 
computation of the failure probability when the number of added points 
increases from 95 to 96 as may be shown from Figs. 9 and 10. Indeed, 
this improvement in the form of the LSS has influenced the classifica
tion of several MC points (safe/failure) and has led to a relatively sig
nificant change in the value of Pf . This phenomenon was observed 
herein because of the complex multi-branch limit state surface con
sidered in this example and it may explain the reason why the con
vergence of Pf to the “true” value is not very smooth until the end of the 
enrichment process. 

From Table 1, it can also be seen that a further improvement in the 
metamodel beyond 96 added points (by adding new training points 
until reaching the U -criterion, i.e. for 155 added points) leads to a quasi- 
similar value of the failure probability as the case of 96 added points, 
thus proving the convergence of Pf beyond this number of added points. 
The additional improvement of the metamodel is thus shown to be 
unnecessary as the cost of the extra evaluations induced by the newly 
added training points is with no benefit in terms of the improvement in 
the value of the failure probability. The preceeding observations con
firm the accuracy of AK-MCSd approach with the corresponding stop
ping condition adopted in this paper. 

6.3. Example of a roof truss structure 

This example application consists of a roof truss structure problem 

Fig. 9. Comparison between the LSS obtained one enrichment step before sa
tisfying the proposed stopping criterion (i.e. for 95 added points) and that of the 
true performance function. 

Fig. 10. Comparison between the LSS of the obtained metamodel (i.e. for 96 
added points) and that of the true performance function. 

Fig. 11. Comparison between the LSS obtained by adopting the U-criterion (i.e. 
for 155 added points) and that of the true performance function. 
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(cf. Fig. 12) where the performance function involves six random 
variables. This problem was solved by Zhu and Du [28] in order to 
check the efficiency of their approach. The main purpose herein is to 
show the improvement provided by the proposed AK-MCSd approach 
with respect to the approach proposed by these authors [28]. 

Assume that the truss bars bear a uniformly distributed load q that 
can be transformed into nodal load =P ql 4. The perpendicular de
flection of the truss peak node C is computed by the following equation: 

= +C ql
A E A E2
3.81 1.13

c c s s

2

(22) 

where Ac and As are respectively the cross-sectional areas of the re
inforced concrete and steel bars, Ec and Es are their corresponding 
elastic modulus, and l is the length of the truss. A failure event occurs 
when the perpendicular deflection C exceeds 3 cm. The performance 
function is given as follows: 

= +G ql
A E A E

0.03
2

3.81 1.13
c c s s

2

(23) 

where (q, l, As, Ac, Es, Ec) are normal independent variables. The cor
responding distribution parameters are given in Table 2. 

Twenty runs of the proposed AK-MCSd approach were performed 

for this example in order to be compatible with the work by Zhu and Du  
[28]. For each run, an initial DoE of 12 points was adopted. Figs. 13 and 
14 present respectively the evolution of the failure probability estimate 
and the error on this failure probability with the number of added 
points for the 20 runs. One can observe from Fig. 14 the decreasing 
trend of the error for each run until reaching a value smaller than 1%, 
thus indicating the convergence of the failure probability estimate. 

Table 3 shows the average results from 20 runs. From this table, one 
can observe that the proposed AK-MCSd approach provides an accurate 
value of the failure probability (averaged over 20 runs) making use of a 
much reduced number of calls to the true performance function as 

Table 1 
Pf , COV P( )f and r as obtained from AK-MCSd methodology using different stopping criteria, together with the values of Pf and COV P( )f as obtained using AK-MCS 
and the crude MCS approaches.        

Method ×P 10f 3 COV P( )f (%) (%)r (Eq. (18)) Number of added points Error with respect to MCS (%)

AK-MCSd (one step before satisfying r criterion)  1.898 3.243 1.41 95 14.66
AK-MCSd + r criterion  2.246 2.980 0.18 96 0.99
AK-MCSd + U-criterion  2.220 2.998 ×2.52 10 4 155 0.18
AK-MCS  2.230 2.991 182 0.27
Crude MCS  2.224 2.995

Fig. 12. Roof truss structure [28].  

Table 2 
Random variables of the roof truss structure example.     

Variable Mean Standard deviation  

q 20,000 1400 
l 12 0.12 
As ×9.82 10 4 ×5.982 10 5

Ac 0.04 0.0048 
Es ×1 1011 ×6 109

Ec ×2 1010 ×1.2 109
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compared to the approach proposed by [28]. The reduction in the 
number of calls within the present approach is equal to 44%. Thus, AK- 
MCSd approach may be considered more efficient than the approach 
proposed by [28]. 

6.4. Appilaction to a problem of a monopile foundation embedded in a 
spatially varying soil 

AK-MCSd approach was applied in this section to a geotechnical 
problem involving a monopile foundation embedded in a spatially 
varying clayey soil and subjected to a combined loading. 

The numerical model is presented in Fig. 15. The monopile consists 
of a 3 m diameter open-ended steel pile having a thickness of 5 cm and 
an embedment depth L of 18 m. The soil consists of an undrained 
normally consolidated clay. The soil undrained cohesion was con
sidered as a 1-D vertical random field defined by a constant mean of 

50 kPa, a coefficient of variation of 10% and a square exponential 
autocorrelation function with a corresponding autocorrelation distance 
of 2 m. The generation of the cohesion random field was performed by 
EOLE discretization method making use of 16 standard Gaussian 
random variables. Details on the numerical modeling of the mechanical 
problem and the discretization of the cohesion random field are not 
provided herein to avoid repetition. Interested readers may refer to  
[48]. 

Notice that the present problem can be considered as a black-box 
costly-to-evaluate finite element model. It requires 15 min per run. The 
corresponding performance function depends on 16 standard Gaussian 
random variables. The use of a Kriging-based approach for the prob
abilistic analysis is of great interest herein because it allows one to 
substitute the unknown performance function of the time-demanding 
black-box numerical code by a metamodel on the basis of a few number 
of runs of the finite element software, which may enormously reduce 
the computational cost of the probabilistic analysis. Notice also that a 
Monte Carlo simulation is not straightforward for such a problem and it 
requires a huge computational effort. Indeed, a crude MCS with a po
pulation of 500,000 points (or realizations of the random field) would 
take about 125,000 h ( 5208 days) to be performed. 

6.4.1. Comparison between AK-MCSd and AK-MCS results 
The aim of this sub-section is the comparison between the perfor

mance of the proposed AK-MCSd approach and that of the classical AK- 
MCS approach as applied to the present practical geotechnical problem 
in order to quantify the benefit that can be afforded by AK-MCSd in 
terms of computational effort. 

An initial DoE of 15 points (close to the problem stochastic di
mension of 16 random variables) was randomly selected from a large 
MC population of 500,000 points. Indeed, for geotechnical engineering 
problems involving spatially varying soil properties (with a relatively 
high stochastic dimension i.e., with a relatively high number of random 
variables), it was found that an initial DoE size that is close to the 
problem stochastic dimension may be a suitable choice to capture the 
LSS of the studied problem (cf. Soubra et al. [49]). 

Figs. 16 and 17 present respectively the evolution of the failure 
probability and the corresponding coefficient of variation with the 
number of added points as obtained by AK-MCS and AK-MCSd ap
proaches. One can observe that AK-MCSd method is more efficient than 
AK-MCS since it leads to a quasi-similar value of the failure probability 
with a reduced number of added points. As may be seen from Table 4, a 
failure probability = ×P 3.40 10f

3 is obtained when using AK-MCSd 
requiring 186 added points and a corresponding computational time of 
about 44.54 h while a very close value of = ×P 3.41 10f

3 is obtained 
when using AK-MCS with a much larger number of added points equal 
to 440 and a corresponding computational time of about 178.18 h. The 

Fig. 13. Evolution of the failure probability with the number of added points 
for 20 runs. 

Fig. 14. Evolution of the error on the failure probability with the number of 
added points for 20 runs. 

Table 3 
Average results from 20 runs.      

Method ×P ( 10 )f 3 Number of calls Error with respect to MCS (%)

MCS [28]  9.4890 ×2 106 – 
AK-MCS [28]  9.3935 92.40  1.01 
Zhu and Du [28]  9.5482 43.25  0.62 
AK-MCSd  9.4610 24.35  0.29 

Fig. 15. Monopile foundation model [after El Haj et al. (2019)].  
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coefficient of variation of the failure probability as obtained by both 
approaches is very small (about 2.42%) thus indicating the accuracy of 
the obtained results. 

Fig. 18 presents the evolution of the failure probability estimate Pf
and its expectation E P( )f with the number of added points, and Fig. 19 
presents the evolution of the corresponding error r as given by Eq. (18). 
One can notice that (i) the values of Pf and E P( )f become closer to each 
other (cf. Fig. 18) and (ii) the corresponding error r decreases (cf.  
Fig. 19), as the number of added points increases. This error attains a 
value of <0.98%( 1%) for a number of added points equal to 186. 

6.4.2. Performance of FORM approximation method for problems involving 
spatially varying soil properties 

The aim of this sub-section is to investigate the effect of the vertical 

autocorrelation distance (or the degree of soil heterogeneity in the 
vertical direction) on the performance of FORM approximation method. 
This task is of great importance since it allows one to identify the cases 
where the proposed AK-MCSd probabilistic approach should be used. 
Indeed, the estimation of the failure probability for the cases corre
sponding to a low stochastic dimension and a nearly linear LSS may be 
simply performed using approximation methods such as FORM or 
SORM [2] without the need to resort to more sophisticated approaches. 

Fig. 20 presents the relative error between the failure probability 
obtained using AK-MCSd and that obtained from the following formula 
using FORM approximation: 

P ( )f HL
FORM (24) 

where HL in this equation is the Hasofer-Lind reliability index. Notice 
that the Hasofer-Lind reliability index can be easily obtained from the 
Kriging metamodel of the performance function since the metamodel is 
expressed in the standard Gaussian space of random variables. 

Fig. 20 shows that the error between the failure probability ob
tained using the proposed AK-MCSd approach and that obtained using 
FORM approximation is high for the cases of small autocorrelation 
distances corresponding to high soil heterogeneity. This error decreases 
with the increase in the autocorrelation distance and tends to a small 
constant value (smaller than 2%) once the autocorrelation distance 

Fig. 16. Failure probability versus the number of added points.  

Fig. 17. Coefficient of variation of the failure probability versus the number of 
added points. 

Table 4 
Comparison between AK-MCS and AK-MCSd results.       

Method ×P 10f 3 % COV (Pf ) Nb. of added points Time (h)  

AK-MCS  3.41  2.42 440 178.18
AK-MCSd  3.40  2.42 186 44.54
Crude MCS  -  - - 125,000 

Fig. 18. Evolution of Pf and E P( )f with the number of added points.  

Fig. 19. Error on the failure probability versus the number of added points.  
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becomes close or higher than the monopile embedded length (i.e. 
18 m). Thus, FORM approximation method may lead to inaccurate re
sults for the cases involving small values of the autocorrelation dis
tance. 

As a conclusion, the proposed AK-MCSd approach is of great interest 
for the cases where the vertical autocorrelation distance is smaller than 
the monopile embedded depth; the approximate methods being not 
accurate for the problems involving a relatively high spatial variability. 

6.4.3. Effect of the number of candidate points 
This section aims at studying the effect of increasing the number of 

candidate points within AK-MCSd approach on the number of added 
points. Indeed, this number may improve the selection of the enrich
ment points and lead to a further reduction in the number of added 
points. Three tests were performed for the present geotechnical pro
blem where an increased number of candidate points is used for each 
test (100, 200 and 300 candidate points instead of 20 points). The re
sults are shown in Table 5. 

From this Table, one may see that when increasing the number of 
candidate points from 20 points to 200 points, the number of added 
points decreases from 186 to 120 points and the computational time 
decreases from 44.54 h to 30.03 h. Notice however that a further in
crease in the number of candidate points (i.e. for 300 candidate points) 
was shown to be detrimental to the computation time. This may be 
explained by the fact that when the number of candidate points exceeds 
a certain limit nlim, the number of added points stops to decrease (i.e. it 
remains equal to 120 points) and the time required by the algorithm to 
find the best point naturally increases with the increase in the number 
of candiate points. Thus, the number of 200 candidate points seems to 
be the optimal one for the present problem in terms of computational 
cost. 

7. Conclusions 

An improved Kriging-based probabilistic approach was proposed in 
this paper for practical use in reliability engineering. The proposed 
approach is a variant of AK-MCS method developed by [1] where some 
improvements were introduced to the learning process in the aim of 
increasing the efficiency of the failure probability estimation. An en
hanced methodology of selection of a training point that considers the 

complete output of the Kriging process was suggested. Furthermore, a 
new stopping condition was proposed. This stopping condition is based 
on the gap between the estimated value of the failure probability and 
the expectation of this failure probability that takes into account the 
uncertainty of the Kriging predictions. 

The proposed approach was shown to lead to quasi-similar prob
abilistic results as compared to the classical AK-MCS approach when 
dealing with a nonlinear or a complex limit state function, with a much 
reduced number of evaluations of the true performance function. It was 
also demonstrated that the proposed approach is of great interest for 
geotechnical engineering problems involving spatially varying soil 
properties with small values of the autocorrelation distance, the ap
proximate methods being inaccurate for these configurations. 

Declaration of Competing Interest 

The authors declare that they have no known competing financial 
interests or personal relationships that could have appeared to influ
ence the work reported in this paper. 

Acknowledgements 

This work was carried out within the framework of the WEAMEC, 
WEst Atlantic Marine Energy Community, and with funding from the 
CARENE, Communauté d’Agglomération de la Région Nazairienne et de 
l’Estuaire. 

References 

[1] Echard B, Gayton N, Lemaire M. AK-MCS: an active learning reliability method 
combining Kriging and Monte Carlo Simulation. Struct Saf 2011;33:145–54. 

[2] Lemaire M. Structural reliability. John Wiley & Sons; 2009. 
[3] Box GEP, Hunter WG, Hunter JS. Statistics for experimenters: an introduction to 

design, data analysis, and model building. 1978. 
[4] Bucher CG, Bourgund U. A fast and efficient response surface approach for struc

tural reliability problems. Struct Saf 1990;7:57–66. 
[5] Myers RH, Montgomery DC. Response surface methodology: process and product 

optimization using designed experiments. New York: John Wiley & Sons; 1995. 
[6] Spanos PD, Ghanem R. Stochastic finite element expansion for random media. J Eng 

Mech ASCE 1989;115:1035–53. 
[7] Isukapalli SS, Roy A, Georgopoulos PG. Stochastic response surface methods 

(SRSMs) for uncertainty propagation: application to environmental and biological 
systems. Risk Anal 1998;18:357–63. 

[8] Xiu D, Karniadakis GE. The Wiener-Askey polynomial chaos for stochastic differ
ential equations. SIAM J Sci Comput 2002;24:619–44. 

[9] Berveiller M, Sudret B, Lemaire M. Stochastic finite element: a non intrusive ap
proach by regression. Eur J Comput Mech 2006;15:81–92. 

[10] Sudret B, Berveiller M, Lemaire M. A stochastic finite element procedure for mo
ment and reliability analysis. Eur J Comput Mech/Revue Européenne de Mécanique 
Numérique 2006;15:825–66. 

[11] Sudret B, Berveiller M. Stochastic finite element methods in geotechnical en
gineering. Reliability-based design in geotechnical engineering: computations and 
applications. New York: Taylor & Francis; 2008. p. 260–97. 

[12] Huang SP, Liang B, Phoon KK. Geotechnical probabilistic analysis by collocation- 
based stochastic response surface method: an excel add-in implementation. Georisk: 
Assess Manage Risk Eng Syst Geohaz 2009;3:75–86. 

[13] Blatman G, Sudret B. An adaptive algorithm to build up sparse polynomial chaos 
expansions for stochastic finite element analysis. Probab Eng Mech 
2010;25:183–97. 

[14] Papadrakakis M, Lagaros ND. Reliability-based structural optimization using neural 
networks and Monte Carlo simulation. Comput Methods Appl Mech Eng 
2002;191:3491–507. 

[15] Hurtado JE. An examination of methods for approximating implicit limit state 
functions from the viewpoint of statistical learning theory. Struct Saf 
2004;26:271–93. 

[16] Zhou C, Lu Z, Yuan X. Use of relevance vector machine in structural reliability 
analysis. J Aircraft 2013;50:1726–33. 

[17] Bourinet J-M. Rare-event probability estimation with adaptive support vector re
gression surrogates. Reliab Eng Syst Saf 2016;150:210–21. 

[18] Steiner M, Bourinet J-M, Lahmer T. An adaptive sampling method for global sen
sitivity analysis based on least-squares support vector regression. Reliab Eng Syst 
Saf 2019;183:323–40. 

[19] Sacks J, Welch W, Mitchell T, Wynn H. Design and analysis of computer experi
ments. Stat Sci 1989;4:409–23. 

[20] Booker AJ, Dennis Jr JE, Frank PD, Serafini DB, Torczon V, Trosset MW. A rigorous 
framework for optimization of expensive functions by surrogates. Struct Optim 

Fig. 20. Error with respect to FORM approximate method.  

Table 5 
Effect of increasing the number of candidate points within AK-MCSd.      

Number of candidate points ×P ( 10 )f 3 Number of added points Time (h)  

20  3.40 186  44.54 
100  3.42 132  33.98 
200  3.47 120  30.03 
300  3.47 120  30.21 

A.-K. El Haj and A.-H. Soubra   Structural Safety 88 (2021) 102011

12

http://refhub.elsevier.com/S0167-4730(20)30090-4/h0005
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0005
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0010
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0020
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0020
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0025
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0025
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0030
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0030
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0035
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0035
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0035
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0040
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0040
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0045
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0045
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0050
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0050
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0050
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0055
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0055
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0055
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0060
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0060
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0060
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0065
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0065
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0065
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0070
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0070
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0070
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0075
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0075
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0075
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0080
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0080
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0085
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0085
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0090
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0090
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0090
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0095
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0095
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0100
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0100


1999;17:1–13. 
[21] Santner TJ, Williams BJ, Notz WI. The design and analysis of computer experi

ments. New York: Springer-Verlag; 2003. 
[22] Kaymaz I. Application of Kriging method to structural reliability problems. Struct 

Saf 2005;27:133–51. 
[23] Bichon BJ, Eldred MS, Swiler LP, Mahadevan S, McFarland JM. Efficient global 

reliability analysis for nonlinear implicit performance functions. AIAA J 
2008;46:2459–68. 

[24] Bourinet J-M. Reliability analysis and optimal design under uncertainty – focus on 
adaptive surrogate-based approaches. 2018. 

[25] Bourinet J-M, Deheeger F, Lemaire M. Assessing small failure probabilities by 
combined subset simulation and support vector machines. Struct Saf 
2011;33:343–53. 

[26] Dubourg V, Sudret B, Bourinet J-M. Reliability-based design optimization using 
Kriging surrogates and subset simulation. Struct Multidiscip Optim 
2011;44:673–90. 

[27] Echard B, Gayton N, Lemaire M, Relun N. A combined Importance Sampling and 
Kriging reliability method for small failure probabilities with time-demanding nu
merical models. Reliab Eng Syst Saf 2013;111:232–40. 

[28] Zhu Z, Du X. Reliability Analysis with Monte Carlo simulation and dependent 
Kriging predictions. J Mech Des 2016;138:1–11. 

[29] Huang X, Chen J, Zhu H. Assessing small failure probabilities by AK–SS: an active 
learning method combining Kriging and Subset Simulation. Struct Saf 
2016;59:86–95. 

[30] Cadini F, Santos F, Zio E. An improved adaptive Kriging-based importance tech
nique for sampling multiple failure regions of low probability. Reliab Eng Syst Saf 
2014;131:109–17. 

[31] Xu C, Chen W, Ma J, Shi Y, Lu S. AK-MSS: An adaptation of the AK-MCS method for 
small failure probabilities. Struct Saf 2020;86. 

[32] Lelièvre N, Beaurepaire P, Mattrand C, Gayton N. AK-MCSi : a Kriging-based 
method to deal with small failure probabilities and time-consuming models 
2018;73:1–11. 

[33] Perrin G. Active learning surrogate models for the conception of systems with 
multiple failure modes. Reliab Eng Syst Saf 2016;149:130–6. 

[34] Bichon BJ, McFarland JM, Mahadevanb S. Efficient surrogate models for reliability 
analysis of systems with multiple failure modes. Reliab Eng Syst Saf 
2011;96:1386–95. 

[35] Fauriat W, Gayton N. AK-SYS: an adaptation of the AK-MCS method for system 
reliability. Reliab Eng Syst Saf 2014;123:137–44. 

[36] Yang X, Liu Y, Gao Y, Zhang Y, Gao Z. An active learning Kriging model for hybrid 
reliability analysis with both random and interval variables. Struct Multidiscip 
Optim 2015;51:1003–16. 

[37] Lv Z, Lu Z, Wang P. A new learning function for Kriging and its applications to solve 
reliability problems in engineering. Comput Math Appl 2015;70:1182–97. 

[38] Sun Z, Wang J, Li R, Tong C. LIF: a new Kriging based learning function and its 
application to structural reliability analysis. Reliab Eng Syst Saf 2017;157:152–65. 

[39] Zhang X, Wang L, Sørensen JD. REIF: a novel active-learning function toward 
adaptive Kriging surrogate models for structural reliability analysis. Reliab Eng Syst 
Saf 2019;185:440–54. 

[40] Gaspar B, Teixeira AP, Guedes Soares C. A study on a stopping criterion for active 
refinement algorithms in Kriging surrogate models. 2015. 

[41] Gaspar B, Teixeira AP, Guedes SC. Adaptive surrogate model with active refinement 
combining Kriging and a trust region method. Reliab Eng Syst Saf 
2017;165:277–91. 

[42] Wang Z, Wang P. A maximum confidence enhancement based sequential sampling 
scheme for simulation-based design. J Mech Des 2014;136. 

[43] Schöbi R, Sudret B, Marelli S. Rare event estimation using Polynomial-Chaos 
Kriging. ASCE-ASME J Risk Uncertaint Eng Syst A Civil Eng 2017;3:1–12. 

[44] Wang J, Sun Z, Qiang Y, Li R. Two accuracy measures of the Kriging model for 
structural reliability analysis. Reliab Eng Syst Saf 2017;167:494–505. 

[45] Cheng K, Lu Z. Structural reliability analysis based on ensemble learning of surro
gate models. Struct Saf 2020;83. 

[46] Jones DR, Schonlau M, Welch WJ. Efficient global optimization of expensive black- 
box functions. J Global Optim 1998;13:455–92. 

[47] Lophaven SN, Nielsen HB, Søndergaard J. DACE: A Matlab Kriging toolbox, Version 
2.0., Informatics and Mathematical Modelling, Technical Report IMM-TR-2002-12, 
Technical University of Denmark, DTU: 2002. 

[48] El Haj AK, Soubra AH, Fajoui J. Probabilistic analysis of an offshore monopile 
foundation taking into account the soil spatial variability. Comput Geotech 
2019;106:205–16. 

[49] Soubra AH, Al-bittar T, Thajeel J, Ahmed A. Probabilistic analysis of strip footings 
resting on spatially varying soils using Kriging metamodeling and importance 
sampling. Comput Geotech 2019;114.  

A.-K. El Haj and A.-H. Soubra   Structural Safety 88 (2021) 102011

13

http://refhub.elsevier.com/S0167-4730(20)30090-4/h0100
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0105
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0105
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0110
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0110
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0115
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0115
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0115
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0125
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0125
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0125
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0130
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0130
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0130
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0135
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0135
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0135
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0140
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0140
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0145
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0145
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0145
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0150
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0150
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0150
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0155
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0155
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0165
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0165
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0170
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0170
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0170
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0175
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0175
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0180
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0180
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0180
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0185
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0185
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0190
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0190
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0195
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0195
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0195
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0205
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0205
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0205
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0210
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0210
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0215
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0215
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0220
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0220
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0225
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0225
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0230
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0230
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0240
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0240
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0240
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0245
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0245
http://refhub.elsevier.com/S0167-4730(20)30090-4/h0245

	Improved active learning probabilistic approach for the computation of failure probability
	1 Introduction
	2 Overview on the AK-based methods
	3 Kriging metamodeling theory
	4 Active learning method combining Kriging and Monte Carlo Simulation (AK-MCS)
	5 Proposed probabilistic approach
	5.1 Steps of construction of the Kriging metamodel
	5.2 Stopping condition

	6 Application examples
	6.1 Example of a non-linear performance function with two random variables
	6.1.1 Effect of the training points selection
	6.1.2 Effect of the stopping condition
	6.1.3 Evolution of the limit state surface with the number of added points

	6.2 Example of a series system involving four limit state functions
	6.2.1 Comparison with AK-MCS results
	6.2.2 Evolution of the limit state surface with the number of added points

	6.3 Example of a roof truss structure
	6.4 Appilaction to a problem of a monopile foundation embedded in a spatially varying soil
	6.4.1 Comparison between AK-MCSd and AK-MCS results
	6.4.2 Performance of FORM approximation method for problems involving spatially varying soil properties
	6.4.3 Effect of the number of candidate points


	7 Conclusions
	Declaration of Competing Interest
	Acknowledgements
	References




